Modeling slug tests in unconfined aquifers taking into account water table kinematics, wellbore skin and inertial effects
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A B S T R A C T

Two models for slug tests conducted in unconfined aquifers are developed by (a) extending the unconfined KGS solution to oscillatory responses, yielding a model referred to herein as the unified model, and (b) replacing the constant head condition with the linearized kinematic condition at the water table. The models can be used to analyze the full range of responses from highly oscillatory to overdamped. The second model, referred to as the moving water table (MWT) model, is only applicable when effects of wellbore skin are negligible. The models are validated by comparison with published solutions, and by application to a published case study of field tests conducted in wells without skin in an unconfined aquifer at the MSEA site in Nebraska. In this regard (a) the MWT model essentially yields the same results as the confined KGS model, except very close to the water table, and (b) the unified model yields slightly smaller aquifer $K$-values relative to the MWT model at all positions in the well. All model solutions yield comparable results when fitted to published field data obtained in an unconfined fluvial aquifer at the MSEA site in Nebraska. The unified model is fitted to field data collected in wells known to exhibit positive skin effects at the Boise Hydrogeophysical Research Site (BHRS) in Boise, Idaho. It is shown to yield hydraulic conductivity estimates of comparable magnitude to those obtained with the KGS model for overdamped responses, and the Springer–Gelhar model for oscillatory responses. Sensitivity of the MWT model to specific yield, $S_y$, and hydraulic anisotropy, $\kappa$, is examined and the results, when plotted in log-log space and with consideration of log-scale time derivatives of the response, indicate that these two parameters should be estimable from slug test data, though challenges still remain.

© 2011 Elsevier B.V. All rights reserved.

1. Introduction

Slug tests are widely used in aquifer characterization since they can be performed quickly, and require less equipment and labor than other methods such as pumping and injection tests. Additionally, they do not produce water, which may be contaminated and require costly disposal. They can be conducted by immersing or removing a slug mass into or from a well (Cooper et al., 1967), by instantaneous injection of water using a high-pressure pump (Bredhoeft and Papadopoulos, 1980), or by instantaneous application or removal of pressurized gas to the water column in a well (Butler, 1998). All three approaches involve the near-instantaneous raising or lowering of hydraulic head in a source well and observing its recovery, for single well tests, or observing the response in another well, for multi-well tests.

Mathematical solutions to the slug test flow problem for both confined and unconfined aquifers are available in the hydrogeology literature (e.g., Butler, 1998). The solution of Hyder et al. (1994), referred to hereafter as the KGS solution, was developed to analyze slug tests in confined and unconfined aquifers, incorporating wellbore skin and storage effects. However, it does not account for wellbore inertial effects that are manifested by oscillatory head responses in the source well. Other models for unconfined aquifers, such as those of Springer and Gelhar (1991) (referred to as SG) and Zlotnik and McGuire (1998) (referred to as ZM), account for inertial effects at the water table (Neuman, 1972; Moench, 1997). However, when modeling slug tests in such aquifers, owing to the rapidity of the dissipation and relatively small magnitude of the initial slug, it is common to impose a Dirichlet-type (constant head) boundary...
condition at the water table (Bouwer and Rice, 1976; Hyder et al., 1994). The effect of a moving water table condition on slug test response has never been investigated, nor has the potential for using slug tests to estimate specific yield.

This work addresses the deficiencies of available unconfined aquifer slug test models by (a) extending the KGS model to slug tests problems where inertial effects are significant, and (b) developing a solution that incorporates water table kinematics into the model. The latter is based on the use of the linearized kinematic condition of Neuman (1972) as the water-table boundary condition. Inertial effects are treated using the simplified momentum balance equation of Butler and Zhan (2004); that is, nonlinear dissipative processes associated with fittings and flow path constrictions inside the well, as discussed in McElwee and Zennier (1998), and Zennier (2009), are neglected. The unified solution presented herein is applicable to both monotonic and oscillatory responses, but, like the KGS model, it cannot be used close to the water table, due to the constant head assumption at the water table. The use of the linearized kinematic condition obviates this limitation for wells with negligible skin effects, and leads to a solution that can be used to analyze data collected anywhere along a well emplaced in a water table aquifer.

The unified and MWT solutions are validated through comparison against published solutions, and by application to a published case study of field tests conducted in wells without skin in an unconfined aquifer at the MSEA site in Nebraska (Zlotnik and McGuire, 1988). The unified model is used to estimate formation hydraulic parameters from slug test data collected in wells with positive skin at the Boise Hydrogeophysical Research Site (BHRS) in Boise, Idaho. Additionally, an empirical analysis of the sensitivity of hydraulic conductivity estimates to skin radial extent and hydraulic conductivity is presented. Sensitivity of the MWT model to specific yield, $S_y$, and hydraulic anisotropy, $\kappa$, is also evaluated and the results, when plotted in log–log space, indicate that these two parameters should be estimable from slug test data. Data are presented from a site near Butte, Montana, that show possible evidence of water table movement. The use of derivatives is also suggested as a possible approach to enhancing identifiability of $S_y$ and $\kappa$.

2. Mathematical formulation

The mathematical formulation of the slug test problem considered here is based on the following (nonexhaustive) list of assumptions:

1. Aquifer (and skin or filter pack) is homogeneous but anisotropic;
2. Aquifer is of infinite radial extent;
3. Wellbore has storage and finite skin (filter pack);
4. Nonlinear effects in the wellbore are negligible;
5. Water table boundary condition is constant head of Hyder et al. (1994) or the linearized kinematic condition of Neuman (1972); and
6. Aquifer is bounded from below by an impermeable layer.

The governing equation for flow in the aquifer formation and wellbore skin (filter pack or disturbed zone around wellbore) is given by

$$S_i \frac{\partial s_i}{\partial t} = \frac{K_{fi}}{r} \frac{\partial}{\partial r} \left( r \frac{\partial s_i}{\partial r} \right) + \frac{K_{z}}{r} \frac{\partial^2 s_i}{\partial z^2}$$

(1)

where $i = 1$ for skin and $i = 2$ for the formation, $s_i$ is change in head from the initial static level in the $i$th flow zone, $K_{fi}$ and $K_{z}$ are the radial and vertical hydraulic conductivities in the $i$th flow zone, $S_{si}$ is the specific storage of the $i$th flow zone, and $(r, z, t)$ are the space–time coordinates. The $z$-coordinate is positive downward from the water table ($z = 0$) into the formation. A schematic of the flow domain is shown in Fig. 1. Eq. (1) is solved subject to the zero initial condition

$$s_i(r, z, 0) = 0,$$

(2)

and the no-flow boundary condition at the base of the aquifer, namely,

$$\frac{\partial s_i}{\partial z} |_{z=B} = 0,$$

(3)

where $B$ is the initial saturated thickness of the aquifer. The boundary condition at $z = 0$ (the water table) will be specified in...
subsequent sections where the distinction between the moving water table and the constant head conditions is made.

For the formation, the Dirichlet boundary condition given by

$$\lim_{r \to \infty} S_2(r, z, t) = 0.$$  \hspace{1cm} (4)

is imposed at an infinitely far radial distance from the wellbore. The continuity head and flux conditions given by

$$s_1(r, z, t) = s_2(r, z, t),$$  \hspace{1cm} (5)

and

$$K_r \frac{\partial s_1}{\partial r} \bigg|_{r=r_s} = K_r \frac{\partial s_2}{\partial r} \bigg|_{r=r_s},$$  \hspace{1cm} (6)

are imposed at $r_s$, the radial distance to the outer limit of the filter pack.

A mass balance condition is imposed across the test interval at the source well

$$2\pi b K_{r_s} \left( \frac{\partial s_1}{\partial r} \right) \bigg|_{r=r_w} = \begin{cases} C_w \frac{\partial H}{\partial r} & \text{if } z \in [d, l] \\ 0 & \text{elsewhere}, \end{cases}$$  \hspace{1cm} (7)

where $H(t)$ is head in the wellbore, subject to the initial condition $H(t=0) = H_0$. $r_w$ is well screen radius, $d$ and $l$ are the depths from the water table to the top and bottom of the test interval, respectively, $b$ is the length of the test interval, $C_w = \pi r_w^2$ is the coefficient of wellbore storage, $r_s$ is the tubing radius in the part of the tubing where the water column is pressurized, and $H_0$ is the initial slug input that drives the system response.

To model oscillatory responses, inertial effects are accounted for by applying the principle of momentum conservation in the source well, leading to (Butler and Zhan, 2004)

$$\frac{d^2 H(t)}{dt^2} + \frac{8vL}{r_w^2} \frac{dH(t)}{dt} + \frac{g}{L_w} H(t) = \frac{g}{L_w} \int_0^l s_1(r_w, z, t)dz,$$  \hspace{1cm} (9)

where $v$ is the kinematic viscosity of water, $g$ is the acceleration due to gravity, $L$ is a length parameter defined in Butler (2002) as

$$L = d + \frac{b}{2} \left( \frac{r_s}{r_w} \right)^4,$$

and $L_w$ is the effective length of the water column in the well, defined in Kipp (1985) and Zurbuchen et al. (2002) as

$$L_w = L + \frac{b}{2} \left( \frac{r_s}{r_w} \right)^2.$$  

When the first two terms on the lhs of Eq. (9) are zero, this condition reduces to Eq. (6) of Hyder et al. (1994).

Due to the presence of a second-order time derivative in Eq. (9), an additional initial condition

$$\frac{dH}{dt} \bigg|_{t=0} = H'_0,$$  \hspace{1cm} (10)

is required, where $H'_0$ is the initial velocity of water level movement as a result of slug-test initiation.

3. Solution

The features of the solutions presented here that set the apart from the solution of Hyder et al. (1994) are

1. Inclusion of wellbore inertial effects to model oscillatory responses; and
2. Use of the linearized kinematic condition at the water table.

To solve the flow problem, Eq. (9) is first rewritten in dimensionless form as

$$\beta_2 \frac{d^2 \Phi_{uc}}{dt^2} + \beta_1 \frac{d \Phi_{uc}}{dt} + \Phi_{uc} = \frac{1}{bD} \int_0^l s_{21}(r_d w, z_2, t)dz_2,$$  \hspace{1cm} (11)

where $\Phi_{uc} = H/H_0$ is the normalized source well response, $s_{21} = s_1/H_0$ is the normalized skin response, $t_0 = t/T_c$, $z_0 = z/B$, $r_d w = r_w/B$ are dimensionless time and space coordinates, $\beta_1 = 8vL/(r_w^2 g T_c)$, $\beta_2 = L_c (g T_c^2)$, $T_c = B^2/\eta_s$ is a characteristic time, and $b_1 = b/B$, $d_0 = d/B$, and $l_0 = l/B$ are dimensionless test-configuration lengths and depths. For a complete list of dimensionless variables, see Table 1. Applying the Laplace transform to Eq. (11), with $\Phi_{uc}(0) = 1$ and $\Phi_{uc}'(0) = 0$, leads to

$$\Phi_{uc}(p) = \frac{f(p)}{1 + pf(p)},$$  \hspace{1cm} (12)

where $p$ is the Laplace transform parameter,

$$f(p) = \beta_1 + \beta_2 p + \gamma \Omega^2/2,$$  \hspace{1cm} (13)

$\gamma = K_{rs}/K_{rs},$ and $\Omega_{uc}(p)$ is the Laplace transform of $\Phi_{uc}(t_0)$. The form of the function $\Omega$ is determined, in addition to the initial and boundary conditions already discussed above, by the choice of the boundary condition at the water table. In the following we give the form of this function for the case of (a) a constant head boundary condition, and (b) a moving water table condition approximated by the linearized kinematic condition used by Neuman (1972).

3.1. Constant head boundary condition at water table

Hyder et al. (1994) used a constant head boundary condition at the water table in the KGS solution. This was felt justified because slug tests typically induce negligible water table displacements (Bouwer and Rice, 1976), especially if they are conducted more than a foot (0.3 m) below the water table. With this assumption, the flow problem is solved subject to

$$\text{Table 1}
\text{Dimensionless variables and parameters.}
\begin{array}{l}
\text{Variable} \\
\hline
s_{21} = s_1/H_0 \\
\Phi_{uc} = H(t)/H_0 \\
r_w = r/B \\
K_{rs} = r_w/B \\
r_{rs} = r_s/B \\
z_0 = z/B \\
D_0 = d/B \\
g = g/B \\
L_c = L_c/B \\
\gamma = K_{rs}/K_{rs} \\
\sigma = S_{s,2}/S_{s,1} \\
\beta = 1/H_0 \\
\beta_1 = \beta_1/\sqrt{\beta_2} \\
\beta_2 = L_c (g T_c^2) \\
\rho = \rho(B) \\
\alpha = \alpha(B) \\
\eta_s = \eta_s(B) \\
\c = \c(B) \\
\Omega = \Omega(B) \\
\Omega_{uc}(0) = 1/2 \\
\end{array}
which corresponds to a constant head (no displacement) condition at the water table. The function \( \mathbb{H}(r_{D,0}, p) \), as determined by Hyder et al. (1994), is given by

\[
\mathbb{H}(r_{D,0}, p) = \sum_{n=1}^{\infty} g(n) n^2 \frac{\sin [n\pi(1 + 2\zeta)]}{4\beta}.
\]

where \( \beta = 1/b_0, \zeta = d/b_0 \).

\[
g(n) = \beta \left( \frac{4}{n\pi} \right)^2 [1 - (-1)^n] f_1(n), \quad n = 1, 2, \ldots,
\]

\[
f_1(n) = \frac{2i}{n\pi} K_0(v_i(1) - Z_i k_1(1) + Z_i k_1(v_i(1))}
\]

where the following quantities are only used in the KGS solution, \( \xi_1 = K_0(v_1(\xi_1)) K_1(v_1(\xi_1)) \), \( \xi_2 = k_0(\xi_2) K_1(v_1(\xi_2)) \), and \( \xi_{1,2} = K_0(v_1(\xi_{1,2})) K_1(v_1(\xi_{1,2})) \).

4. Model predicted behavior and validation

The solutions presented above are in Laplace–Hankel transform space. Inversion of the Laplace transforms was achieved numerically using the method of de Hoog et al. (1982). The code for the unified model was implemented in MATLAB, where the optimization toolbox was used to estimate parameters by nonlinear least squares. The MWT model code was written in FORTRAN where PEST (Doherty, 2002) is used to estimate hydraulic parameters. The codes are available upon request.

4.1. Response predicted with the unified solution

Eq. (12) is the unified solution to the slug test problem in unconfined aquifers that accounts for partial penetration, wellbore storage and finite wellbore skin with storage and hydraulic anisotropy. It can be used to model the entire range of responses (from underdamped to overdamped) that are typically observed in field slug tests. Fig. 2 shows the normalized response of the source well plotted against the dimensionless time \( t_0/\sqrt{\beta_d} = t/\sqrt{K_d/L_d} \), for different values of the parameter \( \beta_d = \beta_1/\sqrt{\beta_2} \). The parameter \( \beta_d \) allows for the inertial effects given by the parameters \( \beta_1 \) and \( \beta_2 \) to be lumped into a single parameter, the effect of which can be presented in a single plot. The figure shows the whole range of head responses in the source well, from underdamped and highly oscillatory (small values of \( \beta_d \)) to overdamped and monotonic, with increasing values of \( \beta_d \).

Fig. 3 shows the model predicted response at different depths from the water table to the top of the test interval (\( d_0 = d/B \)) and for different lengths of the test interval (\( b_0 = b/B \)).

\[
\beta_0 = \frac{3.2 \times 10^{-3}}{0.4}, \quad \beta_0 = \frac{4.5 \times 10^{-3}}{0.8}, \quad \beta_0 = \frac{7.1 \times 10^{-3}}{1.0}, \quad \beta_0 = \frac{1.4 \times 10^{-1}}{2.0}, \quad \beta_0 = \frac{3.2 \times 10^{-2}}{4.0}.
\]

\[\text{Fig. 2. Semi-log plot of dimensionless head, } \phi_{int}(t_0), \text{ computed with the unified model, against dimensionless time, } t_0/\sqrt{\beta_d}, \text{ for different values of the dimensionless inertial parameter } \beta_d. \text{ Oscillations diminish with increasing } \beta_d.\]
with fixed on the response for (a) monotonic (\( \beta \)) and unified model responses. Compared to the BZ solution, there are no limiting cases for which the boundary conditions used at the water table. Whereas setting \( S_y = 0 \) in the MWT model yields the BZ solution, the unified solution yields \( K \)-estimates that are systematically lower than those estimated with the MWT model. That these two models do not approach each other with depth should be clear from the boundary conditions used at the water table. Whereas setting \( S_y = 0 \) in the MWT model yields the BZ solution, there are no limiting cases for which the boundary condition given in Eq. (17) becomes that given in Eq. (14).

In comparing the MWT solution to the unified model, shown in Fig. 5b, the two models do not converge with depth and the difference between the two responses does not appear to diminish with depth. This has the effect that the unified solution yields \( K \)-estimates that are systematically lower than those estimated with the MWT model.

### 4.2. Response predicted with the MWT solution

The responses predicted by the MWT solution are shown in Fig. 4. The figure shows the effect of the dimensionless parameter \( a_0 = \kappa/\sigma \) on the response for (a) monotonic (\( \beta_0 = 2.3 \times 10^{-3} \)) and (b) oscillatory (\( \beta_0 = 1.0 \times 10^{-2} \)) behaviors. The results shown were computed with fixed \( \kappa = 10 \) while the dimensionless storage parameter \( \sigma \) was varied. The parameter \( \sigma \) reflects the effect of the water table, with the confined condition corresponding to \( \sigma \rightarrow 0 \). The results indicate that there is appreciable sensitivity to \( \sigma \), and therefore to water table displacement during the test. This is especially the case for monotonic responses that typically occur close to the water table. As one would expect, the effect of the water table diminishes with depth from the water table, as indicated by the oscillatory results shown in Fig. 4b, where the effect of the parameter \( \sigma \) is less than in the monotonic case (Fig. 4a).

The effect of the water table on the response with depth is shown in Fig. 5. Responses predicted by the MWT model at different depths below the water table, \( d_0 \), are compared to corresponding confined (BZ) and unified model responses. Compared to the BZ model (Fig. 5a), the largest effect is clearly for \( d_0 = 0.0 \), the case where the top of the test interval is at the water table, but this effect diminishes rapidly with depth (see the minor effect at \( d_0 = 0.05 \)). At a depth half way to the bottom of the aquifer (\( d_0 = 0.5 \)), the responses of the two models are indistinguishable; the MWT response effectively behaves as if it were that of a confined formation. This suggests that one may use the confined aquifer BZ model to analyze unconfined aquifer slug test data with little error except at or very close to the water table (\( d_0 = 0.05 \)).

### 4.3. Validation of the models using field data from the MSEA Nebraska site

In this section we validate the unified and MWT models developed above by comparing the parameter estimates and
model fits these two models yield to those obtained with other published methods. To achieve this objective, we use published slug test data collected with a straddle packer system in an unconfined fluvial sand and gravel aquifer at the MSEA site in Nebraska (McGuire, 1994; Zlotnik and McGuire, 1998). Details of the drilling and well installation procedures at the site can be found in McGuire (1994) and Zlotnik and McGuire (1998). The analysis presented here is based on the assumption that skin effects at the site can be neglected. The models are used to analyze slug test responses exhibiting both overdamped and underdamped responses.

The results of the inversion procedure using the SG (Springer and Gelhar, 1991) and KGS (Hyder et al., 1994) models, as well as the unified and MWT solutions, are shown in Fig. 6 and Table 3. Fig. 6a shows the overdamped case, whereas the oscillatory case is shown in Fig. 6b. As can be seen from the figure and the table, results obtained with the unified and MWT solutions are very similar to those obtained with the SG and the KGS models, as well as with the modified Springer–Gelhar method (ZM) of Zlotnik and McGuire (1998). The unified model admits estimation of all three parameters, namely, $K$, $S_s$, and $L_e$. The models of Springer and Gelhar (1991) and Zlotnik and McGuire (1998) do not account for formation elastic storage, whereas the KGS model does not apply to oscillatory responses. It should be recognized that estimating all three parameters simultaneously from slug test data is very difficult.

The advantage of the new model is that, where the specific storage is known (determined by other methods), it models the physics of flow associated with slug tests in unconfined aquifers more realistically than the SG model.

Additionally, the MWT solution admits specific yield, which governs the effects of the water table. Where slug tests are performed close to the water table, this should be the model of choice, provided the effects of wellbore skin are negligible. Since the BHRS data analyzed in this work were collected in wells known to show significant skin effects (Barrash et al., 2006), only the unified solution is discussed in the examples presented hereafter. A summary of slug test models and their applicability is given in Table 2.

4.4. Comparison with Springer–Gelhar (SG) model

The SG model is widely used for estimating hydraulic conductivity in highly conductive unconfined aquifers. The model can be used to analyze the whole range of responses, from highly oscillatory to overdamped. The model cannot, however, be used to estimate specific storage or account for skin effects. In this section, we compare the hydraulic conductivity estimates obtainable with the SG model to the actual value used to simulate a slug test using the unified model developed herein. To accomplish this, simulated slug test responses were generated with the unified model using the fixed parameters $B = 16.5$ m, $b = 0.3$ m, $K_{r,1} = K_{r,2} = 2 \times 10^{-4}$ m s$^{-1}$ (positive more permeable skin), $S_{s,1} = 10^{-2}$ m$^{-1}$, $K_{r,2} = 5.2 \times$
10^{-3} \text{ m}^{-1}, r_w = 0.05 \text{ m}, r_c = 0.02 \text{ m} and r_{sk} = 0.06 \text{ m}. The parameters $K_{z,2}, S_{s,2}$ and $d$ were varied to simulate several field and test scenarios. The objective of the simulation was to determine how the estimates of $K_{z,2}$ (denoted $K'_{z,2}$) obtained with the SG model compare with the fixed value of $K_{z,2} = 5.2 \times 10^{-3} \text{ m}^{-1}$ used to generate the simulated response. The simulated response uses positive skin to reflect BHRS field conditions. We investigate the effects that $\kappa$, $S_{s,2}$, and $d_0$ have on $K'_{z,2}$. The results are summarized in Fig. 7 where the ratio $K'_{z,2}/K_{z,2}$ is plotted against the dimensionless parameter $\psi = (r_w/b) \sqrt{K_{z,2}/K_{r,2}}$ for different values of the dimensionless parameter $\alpha = 2bS_{s,2}(r_w/r_c)^2$. In these simulations, the values of $\psi$ were obtained by varying $\kappa_2$ over five orders of magnitude, and those of $\alpha$ were obtained by varying $S_{s,2}$ over three orders of magnitude. The simulations were conducted at four different values of $d_0$, as is indicated in the figure.

The results indicate that using the SG model to estimate $K_{r,2}$ in a well with positive skin underestimates the hydraulic conductivity of an isotropic (high $\psi$) formation by as much as 80%. Estimated values of $K_{r,2}$ are close to the actual value used to generate the data when vertical hydraulic conductivity is significantly smaller than the radial value. Under these conditions, flow is predominantly radial. The results indicate that when flow deviates significantly from the radial direction, as would happen under near-isotropic conditions with small test intervals ($b = 0.3 \text{ m}$), the SG model can significantly underestimate $K_{r,2}$. The value estimated with the SG model is some average of the skin and formation hydraulic conductivities.

The estimated values show a more modest sensitivity to $S_{s,2}$ (i.e. to the dimensionless parameter $\alpha$) and to $d_0$. This is particularly the case for large values of $\psi$ (near isotropic aquifer conditions), as can be seen in Fig. 7, where estimated values of $K_{r,2}$ do not change with the dimensionless parameter $\alpha$. However, for small values of $\psi$ (highly anisotropic), where $K_{r,2}$ values estimated with the SG model compare favorably with the true value, the estimated value can change by as much as 30% for a change in $\psi$ of three orders of magnitude.

![Fig. 7. Semi-log plot of $K'_{z,2}/K_{z,2}$ against the dimensionless parameter $\psi = (r_w/b) \sqrt{K_{z,2}/K_{r,2}}$ for different values of the dimensionless parameter $\alpha = 2bS_{s,2}(r_w/r_c)^2$, at depths of (a) $d_0 = 0.06$, (b) $d_0 = 0.36$, (c) $d_0 = 0.67$ and (d) $d_0 = 0.97$, to the top of the test interval.](image-url)
4.5. Comparison with Butler–Zhan (BZ) model

Due to the lack of a model that simulates oscillatory responses in unconfined aquifers in the manner of the confined BZ model, it is not uncommon for individuals to use the BZ model to analyze unconfined aquifer slug test data. Hence, in this section we investigate the conditions under which the unified model for unconfined aquifers predicts a response that coincides with that predicted by the confined aquifer BZ model (Butler and Zhan, 2004). Specifically, we compare results computed with the unified unconfined aquifer model to those computed with the BZ model for the same set of well and aquifer parameters. The models are compared at different \( d_D \) and for two different values of \( b_D \). The results are shown in Fig. 8 where all the graphs labeled (a) were computed with \( b_D = 1.25 \times 10^{-2} \) and those labeled (b) were computed with \( b_D = 2.5 \times 10^{-2} \).

The results in Fig. 8 show that for a small test interval \( (b_D = 1.25 \times 10^{-2}) \), the two models give significantly different results at almost all depths, except very close to the base of the aquifer where a no-flow boundary condition is used in both models. Hence, using the BZ model to estimate hydraulic parameters of an unconfined aquifer would yield erroneous results at almost all depths if the test interval is small relative to the thickness of the formation. However, the differences between the two models appear small when \( d_D \) is greater than 0.25 that were tested but are not shown here for brevity. This maybe due to the fact that for large values of \( b_D \), flow is predominantly radial. Hence, for relatively large values of \( b_D \), and at sufficient depth from the water table, using the confined aquifer BZ model to estimate hydraulic parameters of an unconfined aquifer would yield reasonable values.

Fig. 9 shows the estimates obtained with the BZ model using simulated data generated with the unified unconfined aquifer model developed herein. In Fig. 9a, \( K_{uc} \) is normalized by the actual value of \( K_{uc} \) used to generate the simulated data; this ratio is plotted against the dimensionless parameter \( \psi = (r_n/b)\sqrt{K_{uc}/K} \). In (b) the estimated specific storage, \( S_{uc} \), normalized by the actual value, \( S_{uc} \), is plotted against \( \psi \). The results were obtained at \( d_D = 0.25 \) using \( b_D = 1.25 \times 10^{-2} \) and \( b_D = 2.5 \times 10^{-2} \). As discussed above, it can be clearly seen in these results that for the larger value of \( b_D \), the BZ model yields estimates of hydraulic conductivity \( K_{uc} \) that are closer to the true value. For \( b_D = 1.25 \times 10^{-2} \), the error committed when one uses the confined aquifer model to estimate unconfined aquifer hydraulic conductivity can be as large as 35% for highly anisotropic formations. A change in anisotropy by five orders of magnitude leads to only modest improvements in the estimated value. Doubling the length of the test interval to

![Fig. 8. Comparison of the unified unconfined aquifer model developed here (dotted line) with the model of Butler and Zhan (2004) (solid line) at the indicated normalized depths to test interval for (a) \( b_D = 1.25 \times 10^{-2} \) and (b) \( b_D = 2.5 \times 10^{-2} \).](image-url)
unconsolidated sandy fluvial aquifers (Bohling et al., 2007; Moench et al., 2001). Additionally, $K_1 = K_2 = 1$. The data are analyzed for scenarios with and without skin to provide some insight on the sensitivity of formation parameters to skin properties.

For solutions that include skin, and especially positive skin (i.e., BHRS cases below), it is recognized that it is difficult to estimate both aquifer and skin conductivity simultaneously, because they act in series and hence are highly (negatively) correlated. Initial estimates for $K_{r,1}$ and $K_{r,2}$ were taken from analytical solutions of fully penetrating pumping test data at the BHRS (Fox, 2006; Barrash et al., 2006). However, reasonable parameter estimates were difficult to obtain from the slug test data using the value $K_{r,1} = 2 \times 10^{-5} \text{ m s}^{-1}$, obtained from fully penetrating pumping tests. We used the value $K_{r,1} = 2 \times 10^{-4} \text{ m s}^{-1}$ in modeling the BHRS slug tests; this value was determined by trial-and-error to be the lowest consistent value giving reasonable results. Comparable (same order of magnitude) results for $K_1$ have been obtained by inversion of the BHRS slug test data (Cardiff et al., 2011).

Fig. 10 shows the results of the model fit for the overdamped response recorded in the upper B5 test interval, and the oscillatory response in lower B5 test interval. The parameter values obtained with the unified solution are summarized in Table 4. For the overdamped case, the results are very similar to those with the KGS method of Hyder et al. (1994). However, the unified solution is the only analytical solution that can treat slug tests with oscillatory

5. Model application to slug test data from the BHRS

The aquifer at the Boise Hydrogeophysical Research Site (BHRS) near Boise, Idaho, is an unconfined fluvial aquifer consisting largely of cobbles and sand (Barrash and Reboulet, 2004). Slug tests were conducted in the aquifer at the BHRS in 2008 and 2009 in wells that were drilled with the core-drill-drive method and completed with 10-cm inner diameter PVC slotted casing. The wells show evidence of positive wellbore skin that has been attributed to partial sand invasion of screen slots (Barrash et al., 2006). The test intervals were isolated with a straddle packer and three tests were conducted in each interval to ensure repeatability of the experimental results. Similar results were obtained in each interval for all three tests. Test data are used as examples from BHRS well B5 for intervals with overdamped behavior (upper at 8.69–8.99 m below measuring point (BMP)) and underdamped behavior (lower at 10.21–10.51 m BMP).

In this parameter estimation exercise, $S_{r,1} = S_{r,2} = 5 \times 10^{-5} \text{ m}^{-1}$, based on findings at the BHRS from fully penetrating pumping tests (Fox, 2006; Barrash et al., 2006) and on published findings for other
behavior in unconfined aquifers with partially penetrating wells, wellbore skin, and aquifer and skin elastic storage.

6. Empirical sensitivity analysis

In this section we consider the sensitivity of the estimates of $K_{r,2}$ to $K_{r,1}$ and $r_s$. For the results presented here, $K_{r,1} = K_{r,2} = 1$, and $S_{r,1} = S_{r,2} = 5 \times 10^{-3}\text{ m}^{-1}$; $r_w = 0.051\text{ m}$. The data from the overdamped example in well B5 at the BHRS were used to estimate formation hydraulic conductivity for different values of skin hydraulic conductivity and radial extent.

In the first instance, the model fits are shown in Fig. 11, and the parameter values are listed in Table 4. Skin hydraulic conductivity is forced to be equal to that of the formation to simulate the case without wellbore skin. For this case hydraulic estimates were found to be 10–15% lower than those obtained above with positive wellbore skin for the overdamped case. The model was found to fit the data as well as the fit obtained in the case of positive skin. The parameter values obtained using the unified solution are very similar to those obtained with the SG and KGS models. For the under-damped case without skin, estimated hydraulic conductivity values were found to be 60% lower than for the case with positive skin. The parameter values obtained with the unified model compare well to those obtained with the SG method.

Secondly, $K_{r,1}$ and $r_s$ are allowed to vary and we note their effect on estimates of hydraulic conductivity. The results are summarized in Table 5. They indicate that for a given value of $r_w$, the $K_{r,2}$ increases with decreasing values of $K_{r,1}$. Additionally, for a given $K_{r,1}$, the $K_{r,2}$ increases with increasing $r_w$ if $\gamma > 1$ (positive skin). Increasing $r_w$ from 0.057 m to 0.087 m, then to 0.108 m, yielded progressive increases in estimated formation hydraulic conductivity by factors of about 3 and 150, respectively, for the positive skin case with $K_{r,1} = 2 \times 10^{-4}\text{ m s}^{-1}$. Further reduction of $K_{r,1}$ by 50%, leads to convergence failure during the formation conductivity estimation exercise. For the case of negative skin (i.e., $\gamma < 1$, as in a sand or gravel filter pack), $K_{r,2}$ showed only moderate sensitivity to $K_{r,1}$ and $r_w$. Nevertheless, as expected, $K_{r,2}$ decreases with increasing $r_w$.

The estimability (identifiability) of specific yield, $S_y$, and anisotropy ratio, $\kappa$, from slug test data could be rigorously addressed by numerically or analytically computing the sensitivity of model predicted response to these two parameters. It is also possible to qualitatively observe this sensitivity by plotting model-predicted responses for different values of the parameter $S_y$ or $\kappa$ with all other parameters held constant. Fig. 12 shows this for $S_y$ and Fig. 13 for $\kappa$. Although semi-log space curves in Fig. 12a are indistinguishable, the log–log space curves for different values of $\kappa$ are appreciably dissimilar, indicating sensitivity of model predicted response to this parameter, particularly at late time and at small values of the normalized response.

Typical pressure transducers have a millimeter-scale sensitivity to water level changes, and slug test initial displacements are typically of the order of a few (5–25) cm. It is, therefore, a challenge to collect meaningful late-time data where model predicted sensitivities to $S_y$ and $\kappa$ is most pronounced. However, this may be mitigated by using large initial displacements, though this may introduce nonlinear inertial effects in the wellbore. Fig. 12c is a plot of data collected at a site near Butte, Montana, in the summer of 2010 that shows an inflection indicative of water-table and, possibly, anisotropy effects. The pneumatic slug tests were conducted with relatively large initial displacements (>50 cm), which induced lar-

### Table 4

Parameters estimated from slug test data obtained at the BHRS in well B5. The parameter pairs correspond, respectively, to the test intervals 8.69–8.99 m (zone 1, overdamped) and 10.21–10.51 m (zone 2, oscillatory) below the measuring point.

<table>
<thead>
<tr>
<th>Model</th>
<th>$K_{r,2}$ ($\times 10^{-4}\text{ m s}^{-1}$)</th>
<th>$S_{r,2}$ ($\times 10^{-3}\text{ m}^{-1}$)</th>
<th>$L_c$ (m)</th>
<th>$K_{r,1}$ ($\times 10^{-4}\text{ m s}^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zone 1</td>
<td>Zone 2</td>
<td>Zone 1</td>
<td>Zone 2</td>
<td>Zone 1</td>
</tr>
<tr>
<td>KGS</td>
<td>7.5</td>
<td>5.0</td>
<td>5.0</td>
<td>2.3</td>
</tr>
<tr>
<td>unified</td>
<td>6.8</td>
<td>55.3</td>
<td>5.0</td>
<td>6.45</td>
</tr>
<tr>
<td>SG</td>
<td>4.8</td>
<td>18.0</td>
<td>5.0</td>
<td>6.0</td>
</tr>
<tr>
<td>KGS</td>
<td>6.3</td>
<td>5.0</td>
<td>5.0</td>
<td>2.3</td>
</tr>
<tr>
<td>unified</td>
<td>5.8</td>
<td>20.0</td>
<td>5.0</td>
<td>6.45</td>
</tr>
</tbody>
</table>
ger than typical volumes of water flow between the well and the aquifer with possible impact on water table position. The behavior under such flow conditions may be more correctly modeled with a linearized kinematic condition than with a constant head at the water table. Work is presently under way to determine under what conditions $S_y$ and the $\kappa$ are practically estimable from such data.

**Fig. 12.** Plots of dimensionless head, $\Phi_{uc}(t_D)$, computed with the kinematic boundary condition at the water table, against dimensionless time, $t_D$, on (a) semi-log and (b) log-log scale, for different values of specific yield, $S_y$, with $\kappa = 1.0$ with $d = 1.0$ m and $l = 1.3$ m. The plot in (c) shows slug test data collected at a site near Butte, Montana, and (d) shows the log-time/derivative of the predicted response $\partial \Phi_{uc}/\partial \ln(t_D)$.

**Fig. 13.** Plots of dimensionless head, $\Phi_{uc}(t_D)$, computed with the kinematic boundary condition at the water table, against dimensionless time, $t_D$, on (a) semi-log and (b) log-log scale, for different values of the anisotropy ratio, $\kappa$, with $S_y = 0.3$, with $d = 0.0$ m and $l = 0.3$ m.
We also mention here in passing that the identifiability of $S_y$ and $\kappa$ from slug test data may be significantly enhanced by consideration of the first temporal derivative of slug test responses (see Fig. 12d), an approach that is outside the scope of this work but is being explored in current research efforts by the authors.

7. Discussion and conclusions

The unified and MWT solutions developed in this work can be used to model slug tests in unconfined aquifers for the whole spectrum of responses ranging from overdamped to highly oscillatory. The MWT solution is limited to wells where skin effects are negligible, but extension of the solution to include skin effects is a direction for further development. Results with the unified model give values of formation $K$ that are systematically lower at all depths than those obtained with the MWT model, as shown in Fig. 5b. For published field data, the two models yield comparable parameter estimates. In principle one may use the MWT model to estimate specific yield from slug test data collected in unconfined aquifers. It has also been demonstrated in this work that the MWT solution becomes the confined aquifer solution of Butler and Zhan (2004) deep into the formation.

The unified model accounts for the effects of skin of finite radial extent. Skin and aquifer formation elastic storage and vertical anisotropy are also accounted for in this model. The model was validated by comparing the parameter estimates obtained with this model with published estimates obtained with other models. Specifically, the model validation exercise was based on field data from the MSEA Nebraska site and reported in McGuire (1994), and Zlotnik and McGuire (1998). The unified model yielded parameter estimates that compare well with those obtained with the SG (Springer and Gelhar, 1991), KGS (Hyder et al., 1994), ZM (Zlotnik and McGuire, 1998) and MWT models (see Table 4). The main advantage of the unified model over these other models is that it is the only model for unconfined aquifers that (a) admits all three pertinent parameters, namely, hydraulic conductivity, specific storage and $L_s$; (b) can model overdamped and oscillatory responses, and (c) includes wellbore skin. The SG and ZM models do not account for formation elastic storage, whereas the KGS model does not apply to oscillatory responses (Table 2).

Additionally, the SG model was used to estimate the formation hydraulic conductivity associated with the system behavior simulated with the unified model. The objective was to determine under what conditions the two models yield similar parameter estimates that compare well with those obtained with the SG (Springer and Gelhar, 1991), KGS (Hyder et al., 1994), ZM (Zlotnik and McGuire, 1998) and MWT models (see Table 4). The main advantage of the unified model over these other models is that it is the only model for unconfined aquifers that (a) admits all three pertinent parameters, namely, hydraulic conductivity, specific storage and $L_s$; (b) can model overdamped and oscillatory responses, and (c) includes wellbore skin. The SG and ZM models do not account for formation elastic storage, whereas the KGS model does not apply to oscillatory responses (Table 2).

The condition under which one could use the confined aquifer BZ model to model the unconfined aquifer response was also investigated. The results obtained in this work indicate that if the test interval is small relative to the thickness of the formation, parameter values estimated with a confined aquifer model can be significantly overestimated irrespective of the depth at which the test was conducted. However, doubling the test interval length significantly improved the parameter estimates obtained with the confined aquifer model. These results seem to indicate that when flow is predominantly radial, the BZ model compares well to the unified model developed herein. Nevertheless, caution has to be used where high-spatial-resolution slug tests are conducted in relatively short test intervals (e.g., in the range $b = 20$–30 cm). Under such testing conditions one has to use the unified model developed herein to estimate formation hydraulic parameters.

It should be noted also that, because $K_{r,1}$ and $K_{r,2}$ act in series, it is difficult to estimate both simultaneously from single-well slug test data, even when the values for $r_1$ and $S_{w,1}$ are given. For the case of slug tests conducted in well B5 at the BHRS, the sensitivity of $K_{r,2}$ to $K_{r,1}$ was found to decrease with decreasing values of $K_{r,1}$. In fact, for $K_{r,1} < 2 \times 10^{-5}$ m s$^{-1}$ the inversion does not yield a solution for $K_{r,2}$ due to the very low sensitivity of $K_{r,2}$ on these relatively low values of $K_{r,1}$. To obtain the $K_{r,2}$ values reported herein, we set $K_{r,1} = 2 \times 10^{-4}$ m s$^{-1}$, which is about 10 times larger than values from the analytical modeling of fully penetrating pumping tests reported by Fox (2006) and Barrash et al. (2006). This led to formation hydraulic conductivity estimates that are about 1.2–3 times larger than thickness-averaged formation hydraulic conductivity values from previous works.

The unified model was also used to consider effects of varying magnitudes of negative skin. Results indicate that the estimated formation hydraulic conductivity can decrease by a factor of 2–3 to compensate for increases of negative skin hydraulic conductivity of an order of magnitude. Additionally, the relative effect of skin increases with increasing annular radial increment of skin. The impact, however, is much more significant for positive skin than negative skin.

Analysis of the MWT model responses to specific yield, $S_y$, and aquifer hydraulic anisotropy, $\kappa$, indicates that it may be possible to estimate these two parameters from slug test data. For the effects of the water table, as predicted by model with the linearized kinematic condition, to be observable in the data, one would need either (a) a large initial displacement, or (b) transducers with submillimeter sensitivity to water level fluctuations. These effects are only discernible when one plots the data on log–log scale or takes the log-scale temporal derivative of the data. Work is currently under way to attempt to estimate $S_y$ and $\kappa$ using the MWT model and data generated with large initial displacements.
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Appendix A. Solution with “moving” water table

The solution to this problem can be written in dimensionless form as

$$s^1_d = \frac{s_{d(1)}}{d_0} \quad \forall d_0 \in (0, d_0)$$

$$s^2_d = \frac{s_{d(2)}}{d_0} \quad \forall d_0 \in (d_0, d_0 + l_0)$$

$$s^3_d = \frac{s_{d(3)}}{d_0} \quad \forall d_0 \in (l_0, 1)$$

where $s_{d(n)}$ solves
\[
\frac{\partial s^{(n)}_D}{\partial t} = \frac{1}{\rho_0} \frac{\partial}{\partial r} \left( r \frac{\partial \Phi^{(n)}_D}{\partial r} \right) + \kappa \frac{\partial^2 s^{(n)}_D}{\partial r^2}
\]

The initial and boundary conditions are

\[
s^{(n)}_D \bigg|_{t=0} = \frac{s^{(n)}_D}{r} \bigg|_{r=\infty} = 0\]

\[
\lim_{r \to 0} \frac{\partial s^{(n)}_D}{\partial r} \bigg|_{r=0} = \lim_{r \to 0} \frac{\partial s^{(n)}_D}{\partial r} \bigg|_{r=0} = 0
\]

\[
\frac{\partial s^{(1)}_D}{\partial z_0} \bigg|_{z_0=0} = -\frac{1}{\kappa} s^{(1)}_D \bigg|_{z_0=0} = 0
\]

\[
\frac{\partial s^{(2)}_D}{\partial z_0} \bigg|_{z_0=1} = \frac{C_D \Phi_{ac}}{\partial t}
\]

\[
\Phi_{ac} (t_0 = 0) = 1.0,
\]

and

\[
\beta_2 \frac{d^2 \Phi_{ac}}{dt^2} + \beta_1 \frac{d \Phi_{ac}}{dt} + \Phi_{uc} = \frac{1}{b_0} \int_{b_0}^{b_2} s^{(3)} \left( r_0, z_0, t_0, t D \right) \, dz_0.
\]

Additionally, continuity of head and flux is imposed at \( z_0 = d_0 \) and \( z_0 = l_0 \) as follows:

\[
\frac{\partial s^{(1)}_D}{\partial z_0} \bigg|_{z_0=d_0} = \frac{s^{(2)}_D}{l_2-d_0},
\]

\[
\frac{\partial s^{(1)}_D}{\partial z_0} \bigg|_{z_0=l_0} = \frac{s^{(2)}_D}{l_2-l_0}.
\]

This flow problem is solved using Laplace and Hankel transforms. Taking the Laplace and Hankel transforms of Eq. (A.2) for \( n = 1, 3 \), and taking into account the initial and boundary conditions in Eqs. (A.3) and (A.4), gives the ordinary differential equation

\[
\frac{d^2 s^{(n)}_D}{dz^2} - \eta^2 s^{(n)}_D = 0
\]

where \( s^{(n)}_D = \mathcal{L}(c z^{(n)}_D) \) is the double Laplace–Hankel transform of the function \( s^{(n)}_D \), \( \eta^2 = (p + a^2)/\kappa \), and \( p \) and \( a \) are the Laplace and Hankel transform parameters, respectively. Eq. (A.14) has the general solution

\[
s^{(n)}_D = A_1 e^{\eta a} + B_1 e^{-\eta a}.
\]

The boundary condition at the water table, Eq. (A.15), in Laplace–Hankel transform space, becomes

\[
\frac{\partial s^{(1)}_D}{\partial z_0} \bigg|_{z_0=0} = -\frac{p}{b_0} s^{(1)}_D \bigg|_{z_0=0}.
\]

Applying this boundary condition leads to

\[
(h - c)A_1 - (1 - c)B_1 = 0,
\]

where \( h = \rho \eta \). Applying the continuity conditions at \( z_0 = d_0 \), Eqs. (A.10) and (A.11), leads to

\[
A_1 e^{\eta a} + B_1 e^{-\eta a} = s^{(2)}_D \bigg|_{z_0=d_0},
\]

\[
\eta (A_1 e^{\eta a} - B_1 e^{-\eta a}) = \frac{d s^{(2)}_D}{dz} \bigg|_{z_0=d_0}.
\]

Similarly, applying the no flow boundary condition at \( z_0 = 1 \) (Eq. (A.6)), leads to

\[
s^{(2)}_D = 2B_2 e^{-\eta a} \sinh(\eta (1 - z_0)),
\]

Continuity conditions at \( z_0 = l_0 \) lead to

\[
2B_2 e^{-\eta a} \sinh(\eta (1 - l_0)) = \frac{d s^{(2)}_D}{dz} \bigg|_{z_0=l_0},
\]

\[
-2\eta B_2 e^{-\eta a} \sinh(\eta (1 - l_0)) = \frac{d s^{(2)}_D}{dz} \bigg|_{z_0=l_0}.
\]

For \( n = 2 \), solving Eq. (A.2) in Laplace–Hankel transform space, yields

\[
s^{(2)}_D = \hat{u}_0 + \hat{v}_D,
\]

where

\[
\hat{u}_0 = \frac{C_2 (1 - p \mathcal{F}_{uc})}{\kappa \eta^2 z_0 \kappa_1 (\mathcal{F}_{uc})},
\]

and

\[
\hat{v}_D = A_3 e^{\eta a} + B_3 e^{-\eta a}.
\]

The five Eqs. (A.17)–(A.19), (A.21) and (A.22), together with Eq. (A.23) can be used to determine the five unknown coefficients \( A_1 \), \( A_2 \), and \( B_1 \)–\( B_3 \). It can then be shown that

\[
\hat{v}_D = -\frac{\hat{u}_0}{\hat{D}_0} \left[ \Delta_1 \cosh(\eta (1 - z_0)) 
+ \sinh(\eta \hat{D}_2) \cosh(\eta \hat{D}_0) + e \cosh(\eta \hat{D}_2) \right].
\]

The integral in Eq. (A.9) is

\[
\frac{1}{b_0} \int_{b_0}^{b_2} s^{(2)}_D \, dz_0 = \hat{u}_0 + \frac{1}{b_0} \int_{b_0}^{b_2} \hat{u}_D \, dz_0 = \hat{u}_0 + (\hat{v}_D).
\]

Substituting Eq. (A.26) into Eq. (A.27) leads to

\[
\frac{1}{b_0} \int_{b_0}^{b_2} s^{(2)}_D \, dz_0 = \hat{u}_0 / (1 - (\hat{\nu}_D)).
\]

where

\[
(\hat{\nu}_D) = \frac{1}{\kappa \eta^2 z_0} \left[ \Delta_1 \sinh(\eta \hat{D}_2) + (\Delta_2 - 2 \Delta_1) \cosh(\eta \hat{D}_2) \right]
\]

\[
\Delta_1 = \sinh(\eta \hat{D}_2) + e \cosh(\eta \hat{D}_2)
\]

\[
\Delta_2 = \sinh(\eta \hat{D}_2) + e \cosh(\eta \hat{D}_2)
\]

and \( \hat{l}_0 = 1 - l_0 \), \( \hat{d}_0 = 1 - d_0 \).

Taking the Laplace transform of Eq. (A.9) and replacing the integral on the left-hand-side with Eq. (A.28), gives

\[
(p^2 + \beta_1 p + \beta_2) \mathcal{F}_{uc} - p - \beta_1 = (1 - p \mathcal{F}_{uc}) \mathcal{I}/2
\]

where \( \mathcal{F}_{uc} \) is defined in Eq. (18). Solving the above equation for \( \mathcal{F}_{uc} \) yields the required source well response in Laplace transform space.
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